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Background



BACKGROUND



BUSINESS PROBLEM



PARADIGMS OF ANALYTICS



TYPES OF ARTIFICIAL INTELLIGENCE



Machine 
Learning Steps



STEP 1: EXPLORE THE DATA

Cumulative accidents over timeHot SpotsEmerging Hot SpotsDeer Strikes



EXPLORING THE FEATURES
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• Some patterns in features can be used to identify times 
and places with high risk



STEP 2: DATA PREPARATION



DEFINITIONS
Sinuosity - length of straight line connecting 
endpoints divided by segment length

Source: https://medium.com/a-r-g-o/rad-roads-using-osmnx-68fc8b15f046

Orientation - angle of the line connecting the 
endpoints respecting direction of travel

https://medium.com/a-r-g-o/rad-roads-using-osmnx-68fc8b15f046


GIS DATA PREPARATION

Roads

1 mile segments Population per segment



ACCIDENT DATA PREPARATION
Time Features

Hour of the Day Day of Week Day of Year

Road Segment & Accident

Distance Features

Distance to Bridge Distance to Interchange

Sun Features

Position of Sun Solar Angle relative to road



STEP 3: FEATURE ENGINEERING



FEATURES TO USE IN MODELING

Static

Properties that do not 
change over time (road 
curves, number of accidents, 
etc.)

Dynamic

Properties that change with 
time (sun angle, weather, 
traffic, etc.)



PTC STATIC FEATURES USED
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PTC DYNAMIC FEATURES USED
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WEATHER FEATURES

• Obtaining historic weather was 
a challenge

• RWIS not available
• Inconsistent data sources
• Weather stations not on road



WEATHER APPROACH

Interpolation – the closer a weather station to incident, the more similar the conditions



STEP 4: MODEL CREATION

Raw Data Model
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MACHINE LEARNING WORKFLOW



TECHNICAL APPROACH

ArcGIS API for Python
ArcPy

ArcGIS Pro



XGBOOST

• Algorithm learns to build 
decision trees.

• After many trees have been 
built, predictions are made 
by combining the results of 
the entire ensemble.

• Combines many Weak 
Learners in to one Strong 
Learner.

Does a Person Play Video Games?

Xgboost.readthedocs.io



NEURAL NETWORKS
• Roughly inspired by the Human brain.
• Constructed from a series of nodes and 

connections (or weights) arranged in 
layers. 

• Data goes in the input nodes and the W’s 
(the weights) determine how strongly 
connected different nodes are.

• After the network learns the W’s, the 
output can be used for prediction.

• In practice networks can have many layers 
(Deep Networks) and hundreds of nodes 
per layer.



NAÏVE BAYES

• Treat each feature 
as a “probability”

• Combine all 
features to get a 
measure of “risk”

Source: https://www.saedsayad.com/naive_bayesian.htm



MODEL EVALUATION

Model Pros Cons
XGBoost • Ranks features by importance,

• Few parameters to adjust
• Low overhead to get running (less code, 

less data prep)

• May not pick up on very complicated 
relationships,

• Tendency to “overfit” the data

Neural Network • Powerful model that can find very 
complex relationships

• Many parameters to adjust, must 
prepare data carefully

• Blackbox (difficult to understand 
what is going on inside) 

Naïve Bayes • Very simple model to implement and to 
understand

• Easy to adjust 

• May not find complex relationships
• Must have completely uncorrelated 

features (e.g. may have to use less 
features than other models)



Using the Model



RISK OVER TIME VISUALIZATION
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WEATHER EVENT
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Preparing for 
Machine 
Learning



STRUCTURED AND POPULATED DATA



IDEAL STRUCTURE



AVOID MANUAL DATA ENTRY

• Manual entry for join field



GO DIGITAL IN THE FIELD



RECOMMENDATIONS

• Establish well-defined data model
• Create structured databases
• Enforce consistent data entry
• Capture well-structured data up front



PRESERVE GRANULAR DETAILS



PRESERVE GRANULAR DETAILS



BUILD UP DATA ARCHIVES

Need additional data to be useful



OTHER MEASURES

• Establish a feature pipeline that can be 
refreshed with new data

• Pre-join tables to avoid cross referencing
• Avoid missing data and inconsistent formatting 

(must be estimated or discarded from analysis)



Next Steps



MODEL IMPROVEMENTS - BIAS



HISTORICAL WEATHER

• Need reliable provider for “point in time” 
historical weather

- Temperature (Air, Dew Point, and 
ideally road surface)

- Humidity
- Windspeed/Direction
- Visibility
- Cloud Cover

- Solar radiation
- Precipitation rate
- Precipitation depth
- Precipitation type 
- Conditions (rainy, foggy,, etc.)



EXPLORE CADS FURTHER

• Rich source of information besides accidents
• Good archive of data for training



NEGATIVE SAMPLE PROBLEM

• Model is trying to identify accidents when there 
is an equal number of non-accidents

• In reality, there are hundreds of thousands more 
non-accidents than accidents



FUTURE WORK

• Explore Methods that do not require the 
generation of negative samples
– Naïve Bayes 
– Clustering in Feature Space

• Find where accidents tend to cluster 
• Measure how similar or dissimilar a road segment is to the 

clusters to predict a risk value on that segment



THANK YOU!

Bob Taylor, P.E., PTOE
Chief Technology Officer
Pennsylvania Turnpike 

Commission
700 South Eisenhower Blvd.  

Middletown, PA 17057
Phone: 717-831-7548

Cell: 717-645-1740
robtaylo@paturnpike.com
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